
- a web -based tool for visualization and exploratory analysis of resistome data 

In this manual, we will go through the analysis of resistome data using INTEGRATION data as input.
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ResistoXplorer: a web -based tool for visualization and exploratory analysis of resistome data.

Welcome to

The key features include:



In this manual, you will encounter blue and red dialog boxes.

Blue dialogs indicate explanations and details for different functions in each page, while 
red dialogs indicate actions that will move forward with the analysis to a new screen or a 

download option for a visualization/analysis. 

The question mark icons are available in ResistoXplorer.
If you hove over it, a short explanation about that item will appear.

Throughout this manual you will also find additional explanations 
about the functionalities of ResistoXplorer following this icon.?



In the front page of ResistoXplorer, you can select one of the three options for input data:
ARG list    /// ARG table /// Integration

In this manual, we will go through 
analysis using Integrative data, so 

click here to continue.



Here you can upload your data in 
.txt or .csv formats, and you will 
need to upload the taxonomic, 

resistome, and metadata. 

Optional: You can also upload the 
annotation files, if you have them.

To proceed with the example dataset of your choice, click on óSubmitô. If you want to continue with 
your own data, click on the óSubmitô button above this one, after you have added your data.

Optional: Alternatively, you 
can use an example dataset 
to explore the functionalities 

of ResistoXplorer.

If you click on the 
dataset, you will be able 
to download it as well.



In this manual, we will use the example dataset 
called óBeef feedlot cattleô, and as you select 

the option, a text and graphic summaries of the 
data will be available. This step named óData 
Integrity Checkô will also take place when you 

upload your own data. 

You can click on the other tabs to browse 
through the details of the dataset.



In this manual, we will use the example dataset 
called óBeef feedlot cattleô, and as you select 

the option, a text and graphic summaries of the 
data will be available. This step named óData 
Integrity Checkô will also take place when you 

upload your own data. 





In this manual, we will use the example dataset 
called óBeef feedlot cattleô, and as you select 

the option, a text and graphic summaries of the 
data will be available. This step named óData 
Integrity Checkô will also take place when you 

upload your own data. 

If the details seem fine, 
go ahead and click on 

óProceedô.



Features with very small counts in very few samples are likely due to sequencing errors. 
You need to first specify a minimum count (default value is 2).

If you use 20% prevalence filter, meaning for any feature to be retained, at least 
20% of its values should contain at least 2 counts. 

Features that are close to constant throughout the experiment conditions can also 
be filtered, especially for comparative analysis. The variance can be measured 

using inter -quantile range (IQR), standard deviation or coefficient of variation (CV). 
The lowest percentage based on the cutoff will be excluded.

In addition, you can also filter low abundance features based on their mean or 
median values below the minimum count. 

Please notice that you cannot 
move forward with the analysis 
without clicking on óSubmitô.

For integrative data analysis, you can choose to either use the same filters for both taxonomic and 
resistome data, or you can set specific filters for each. If you would like to treat them separately, 

uncheck this box, and set the details by browsing in the tabs above.

Feel free to set the parameters 
of your preference. In this 

manual, we will move forward 
with the default values. Click 

on óSubmitô.



You will then receive messages 
indicating how many features 
were removed and how many 

remain after the filtering 
process, for both taxonomic 

and resistome data.

You can now proceed with the 
analysis. Click on óProceedô.



Why should I use the data filtering option? ?
Data filtering is important because features having very low counts or abundance across all the samples cannot 
be discriminated from sequencing errors, and they can interfere with some statistical and biological 
approximations. Thus, such features should be removed from the data before performing any downstream 
analysis.



Which category should I choose to perform data filtering??
ResistoXplorer automatically removes features that comprise of all zeros or that are only present in one sample. 

However, for all other types of analysis, further data filtration is required. By default, features are filtered based 
on their sample prevalence and abundance levels. You can also choose to remove features having low variance 
across samples. 

All analyses for integrative data are performed on filtered and normalized data.



Data scaling aims to bring all samples to the same scale by dividing the samples by a 
scaling factor. Some common choices include total sum scaling (TSS), cumulative sum 

scaling (CSS), and upper -quantile scaling (UQ). 

Variance stabilization transformation such as log - ratio transformation and its variations. 
Some common choices include centered log - ratio (CLR) transformation, relative log 

expression (RLE) normalization, or weighted trimmed mean of M -values (TMM). 

All samples will be rarefied to even sequencing depth based on the sample having the 
lowest sequencing depth. If this sample contains extremely low reads, you may need to 
manually exclude this sample (using the Sample Editor) to avoid significant data loss. 

You can find out if this is the case from View Sample Size from the Data Summary page. 

Please notice that you cannot 
move forward with the analysis 
without clicking on óSubmitô.

For this manual, we will go ahead 
with the default options as shown 

above. Click on óSubmitô.

Compositional data analysis ( CoDA) recommended normalization approaches.



You will then receive a 
message indicating the 

normalization procedures 
that were performed.

You can now proceed with the 
analysis. Click on óProceedô.



Here we have several 
options including Global 

Similarity analysis, 
Ordination -based 

integrative analysis, and 
pair -wise correlation 
analysis. In the next 

slides, we will go through 
important aspects of 
each, including some 
common questions.



The first type of analysis is 
óGlobal Similarity analysisô.



What are Global Similarity analysis methods and what are the differences between them??
The two methods for Global Similarity analysis employed in ResistoXplorer are:
- óProcrustes analysisô and 
- óCo-Inertia analysisô. 

Both are symmetric methods which aim to analyze the covariance matrices. They differ in the form of 
presentation for the joint data ordination. Both are appropriate for community composition data. While 
Procrustes analysis creates a ñcompromiseò ordination of two matrices measured on the same objects in order to 
visualize differences between two matrices, Co - inertia creates an ordination based on two covariance between 
two data matrices and plots both matrices in the same ordination space along with their variables.



Remember that you can always 
browse and go back to different 
steps of the process by utilizing 

the links provided here.

Letôs start by looking 
at óProcrustes 

analysisô ïclick here.



Procrustes analysis allows you to integrate omics data, and to analyze 
how these are spatially organized in dimensional shape analysis. 

Ordination and distance methods can be changed. 

The statistical data is available here.



Ordination is an approach to display óhigh dimensionalô data into lower numbers of 
dimensions (2 -3D). Currently, three common ordination based methods are supported in 

ResistoXplorer:
- Principal Coordinates Analysis (PCoA);

- Nonmetric Multidimensional Scaling (NMDS);
- Principal Component Analysis (PCA).



If you click here, you will be able to see the same graph but in 3D.



You can click and drag to move the angle of the graph. If you 
hover over data points, information about them will be given. In 

addition, you can scroll to zoom in or out.



You can choose to download the 
analyses and/or graphs in a number 
of different formats by clicking here.



Once you are finished, you can click on óIntegrative Analysisô to go back to the previous page.   



Letôs now look at 
óCo-inertia analysisô 

ïclick here.



Similarly to Procrustes analysis, Co - inertia aims to compare the 
distribution of a set of shapes based on the input data. As 

previously, we can also visualize this in 3D.

The statistical data is available here.



Ordination is an approach to display óhigh dimensionalô data into lower numbers of 
dimensions (2 -3D). Currently, the two common ordination based methods supported in 

ResistoXplorer for Co - inertia are:
- Principal Coordinates Analysis (PCoA);
- Principal Component Analysis (PCA).



You can customize your options regarding the calculation such as 
ordination and distance methods. And you can also change the 

visualization.

If you click here, you will be able to see the same graph but in 3D.



You can choose to download the 
analyses and/or graphs in a number 
of different formats by clicking here.



Once you are finished, you can click on óIntegrative Analysisô to go back to the previous page.   



Letôs move to óOrdination-based 
integrative analysisô now.



What are the options for óOrdination-based integrative analysisô in ResistoXplorer??
ResistoXplorer offers two options of techniques to perform Ordination -based integrative analysis: 

- regularized Canonical Correlation Analysis ( rCCA).
- Sparse Partial Least Squares regression ( sPLS).



What are the main differences between rCCA and sPLS ??
Canonical Correlation Analysis (CCA) and Partial Least Squares regression (PLS) are methods that focus on the 
integration and exploration of two datasets. While their purpose and application is very similar, they differ in the 
method utilized for such. While CCA maximizes the correlation between linear combinations regarding variables 
in each dataset, PLS focuses on maximizing the covariance. Despite the underlying differences in the algorithms, 
if the components are scaled, both methods should give similar results. Importantly, CCA will calculate all 
components directly without deflation, and PLS presents different deflation modes. The decision regarding which 
technique to use will depend on your preference and data.

For more details, please refer to the original mixOmics R package publication.

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5687754/


Letôs navigate 
through órCCA ô ï

click here.



As we have seen, Regularized Canonical Correlation Analysis 
(RCCA) is a statistical technique that extracts correlations

between two types of data to construct a homogeneous , uniform 
representation of heterogeneous data channels .



Here you can change the number of canonical variates pairs ( components ) to include in the model .

Due to the collinearities or near -collinearities in high -
dimensional omics datasets , rCCA includes a regularization
step in the computations of CCA. Before running rCCA, the
regularization parameters l1 and l2 need to be tuned or 

estimated for both the datasets. There are two methods to 
estimate such regularization parameters (penalties):

- Shrinkage: The input data are centered and scaled for the 
estimation of the shrinkage parameters and the calculation 

of the regularized variance -covariance matrices;

- Cross -validation (CV): estimates the penalization 
parameters using the cross -validation (tune.rcc function). 

To estimate the regularization parameters using
Cross -validation , you can choose from either 5- fold 
CV (5 - fold Cross -validation ) or LOOCV ( Leave One 

Out Cross -validation ) ( internal ) cross -validation
method .



There are four options to visualize the data including Clustered Image Map (CIM), 
Correlation Circle Plot, Sample score plot (2D), and Sample score Plot (3D).



Click on Clustered Image Map (CIM).



Here we can see a heatmap showing the correlation between taxonomic
and resistome features . Distance measures and clustering algorithm can be 

changed as well as the color scheme and visualizing mode. As the values
range from -0.3 to 0.3, in this case, strong features were not observed .



Now click on Correlation Circle Plot.



Here you can see a Principal Component Analysis (PCA) graph showing how samples 
are clustered based on the variables taken into account .

The correlation between original variables and each component defines the
coordination of the variable. This facilitates the visualization of the correlation

between variables established by the cosine angle between the center of the plot and 
the coordinate of the variable. 

For more details please refer to the original publication .

https://www.ncbi.nlm.nih.gov/pubmed/29099853


You can choose to download the 
analyses and/or graphs in a number 
of different formats by clicking here.



Once you are finished, you can click on óIntegrative Analysisô to go back to the previous page.   



Moving forward 
to sPLS . Click 

here.



Sparse Partial Least Squares (sPLS) is a multivariate methodology 
which integrates two omics datasets , in ResistoXplorer it is employed
to combine metagenomics and resistome data. It acts by maximizing

the covariance between components from these datasets . It combines
both integration and variable selection simultaneously on two high -

dimensional datasets in a one -step strategy .



The number of latent variables ( components ) to include in the model .

Different modes relate on how the Y matrix ( taxonomic profile ) is deflated across
iterations of the algorithms ïi.e. the different components .

- Regression mode: the Y matrix is deflated with respect to the information
extracted / modelled from the local regression on X (resistome profile ). The 
goal is to predict Y from X (Y and X play an assimetric role ). Consequently , 
the latent variables computed to predict Y from X are different from those
computed to predict X from Y.

- Canonical mode: the Y matrix is deflated to the information
extracted / modelled from the local regression on Y. Here X and Y play a 
symetric role and the goal is similar to a Canonical Correlation type of
analysis .

- Invariant mode: the Y matrix is not deflated and perform a redundancy
analysis .

- Classic mode: similar to a regression mode. It gives identical results for the
loading vectors associated to the Y dataset .



Same as with rCCA, data can be visualized with Clustered Image Map
(CIM), Correlation Circle Plot, and Sample score Plots (2D and 3D).



You can choose to download the 
analyses and/or graphs in a 

number of different formats by 
clicking here.


